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ABSTRACT 
 

Sampling techniques are largely used in agricultural re-

search. This paper presents a new way to establish the 

sample size in the case of stratified sampling using new 

measures called by authors marginal partial variances: 

inter-strata and average marginal dispersions. The new 

indicators were developed in a way similar to the one clas-

sical Keynesian Economics presents the marginal meas-

ures. Estimation of partial dispersion using the marginal 

partial dispersions for stratified samples and determining 

the sample size based on this, allows projecting the re-

search resources. For projecting a new sample in periodi-

cal samplings we need to know the dispersion trend and to 

estimate the possibility to forecast the dispersion and the 

standard deviation. It stems from here the necessity to 

built time series for dispersion and for its absolute/ relative 

variance, for instance, chronological series of dispersion 

indices or of increases in dispersion for a variable re-

corded at different times. The possibility to forecast the 

dispersion based on marginal indicators adds a new re-

striction, other than costs, to estimating the volume of the 

new sample. 

 
Key words: average marginal dispersion, inter-strata marginal 

dispersion, production evaluation, stratified sam-
pling. 

 

 

INTRODUCTION 

 

ampling, as research tool in agriculture, 

captures a static image of reality; this is 

why agricultural experiments have to be peri-

odically repeated, with the same set of re-

corded variables (Mitruţ and Şerban, 2007). 

The importance of approaching statistically 

agricultural experiments was underlined 50 

years ago by Finney (1956), in comparing 

yields of different varieties of plants. The 

strengths using sampling in agricultural ex-

periments refer to resources effectiveness, and 

to the possibility of investigating fast and 

cheaply populations which are hardly accessi-

ble or perishable, as it is the case, on the one 

hand, with field plots, which can’t be repeated 

too many times, because of financial con-

straints, and, on the other hand, with nursery 

plots, in greenhouses, for instance, when the 

samples used are highly perishable (Motis, 

2003). Variability is a characteristic of agricul-

tural data considers Cobanovic (2002), because 

data can vary in respect to type of land (slope, 

humidity, solar exposure), or in time in re-

peated cultures. The use of samplings in agri-

culture is not at all a recent trend. Houseman 

and Becker (1969) stated that the first agricul-

tural census took place in 1840, in America. 

The problem of projecting the sample which 

yields the most realistic results is, then, put 

forward. In 1925 regression methods started to 

be used in practice, in order to trace the de-

pendence of some variables on other variables 

(for instance, the production per acre depend-

ent on the irrigation norm, the quantity of natu-

ral or chemical fertilizers, exposing to sun etc.) 

By the end of the ’30s it was noticed that, be-

tween the statistically estimated results and the 

ones which were practically recorded in field 

research there are significant differences, 

which raised problems concerning the design 

of the sample and the survey methodology. 

Jensen (1939) published a paper based on an 

Iowa state survey, explaining how one can de-

sign a survey in such a way as to obtain the 

best estimators, which is a matter of sampling 

design. Kish (1965) introduced a new indica-

tor, the so-called design effect, defined as the 

ratio between the variance of the estimator for 

the chosen sample and the variance of a same 

size random sample. David (1966) published a 

PhD thesis, where issues of sample design, as 

stratification, selection and estimation, are re-

lated to time series. In 1998, a manual named 

„Multiple frame agricultural surveys” is pub-

lished in FAO Statistical Development Series, 

where the most suitable statistical methods, 

considering the purpose of the research, are 

presented.  

Sampling designing, in agricultural sur-

veys, should start from a present state analysis 

(Cotter and Tomczak, 1994), by which the 

units to be included in the survey are deter-

mined, as well as their geographic distribution. 

Depending on the allocated budget, the data 
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needs of the sampling beneficiaries should be 

prioritized (Prejmerean, 2007). In the sampling 

stage the researcher chooses the adequate sam-

ple type, sets the procedure for processing the 

sampling units, the level of tolerable errors and 

the degree of significance of the results. From 

the various available sampling types, in agri-

cultural surveys multistratified random sam-

pling is usually preferred. It can be seen from 

here that the calibration of the sample has 

chain effects on all the statistical processing 

afterwards and, consequently, on the reliability 

of the results, based on the sampling indicators 

and on the statistical inference achieved. The 

size of a sample needed for a sampling de-

pends, mainly, on the structure and homogene-

ity of the studied population which, ultimately, 

influences the quality of statistic information 

and of the sampling-based estimates. This ex-

plains its clearly defined place in the theory of 

probabilities. 
 

MATERIAL AND METHODS 

 

We develop here the approach of “meas-

uring measuring errors” (Healy, 1989), in the 

sense that we propose an innovative method 

for assessing the sources of variance, in the 

samples of a repeated agricultural experiment. 

The results of a stratified sampling lead to the 

necessity of verifying the rule of addition for 

dispersions, according to which the total vari-

ance measured by the total dispersion is the 

sum of the partial dispersions: the dispersion 

inside the strata, determined by the stratifica-

tion criterion, and the inter-strata dispersion, 

which shows how the variable is modified 

from one stratum to another. The relationship 

between the three dispersions (Biji, 1979) is:  

 

σ σ σtotal y x

2 2 2
= + /

,    (1) 

 

where, 

 

σ total

2
= total dispersion, determined by all 

the influence factors of a variable’s 

variance; 

σ 2
=  average dispersion, determined by 

unrecorded factors; 

σ y x/

2
=  inter-strata dispersion, due to 

strata formation factor, showing 

how much it does discriminate 

the studied variable.  

If we divide each term of the above equa-

tion by the total dispersion, computing the 

structure of the total dispersion, we obtain the 

determination and the non-determination ra-

tion, following the formula: 
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= non-determination ratio, ex-

pressing, in percents, the weight of 

the non-recorded, random factors 

in the total variance; 
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total

xy
=

σ

σ
= determination ratio, which ex-

presses, in percents, the weight in 

the total variance of the dependent 

variable explained by the grouping 

factor, the discrimination factor 

and the independent variable.  

If we record two dispersion levels for two 

successive samplings, we may compute the 

absolute change in total dispersion, which will 

be distributed between the absolute change in 

inter-strata dispersion and the average disper-

sion inside the strata, as follows: 

 ∆ ∆ ∆σ σ σtotal y x

2 2 2
= + /    (3) 

This variance of the total dispersion may 

be positive and negative, and can be distrib-

uted equally or differently on its two compo-

nents. In order to measure its distribution pat-

terns and to determine the contribution of the 

stratification factor to the total dispersion vari-

ance, we compute the structure of the equation 

of absolute change in dispersion, by dividing 

the equation of absolute changes by the abso-

lute change in total dispersion, as follows:    

2
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In the above equation we propose that the 

marginal indicators obtained are noted, named 

and interpreted as follows:  
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a. σ 2
mg  = 

∆

∆

σ

σ

2

2

total

 = average marginal 

dispersion, which shows how much will the 

average of inside strata dispersions be modi-

fied if the total dispersion changes by one unit, 

or how much should the average of inside 

strata dispersions be modified in order to ob-

tain one unit change in the total dispersion; can 

take values between -1 and 1. 

b. σ y xmg/

2 =
∆

∆

σ

σ

y x

total

/

2

2
= inter-strata marginal 

dispersion, which shows how will the inter-

strata dispersion change at a one unit modifica-

tion of the total dispersion, or how much 

should the inter-strata dispersion be modified 

in order to obtain a one unit change in the total 

dispersion; can take values between  -1 and 1. 

Marginal measures are to be used in order 

to evaluate the new level of partial variances 

when repeating the experiment and creating 

time series of marginal measures. Knowing the 

marginal measure we can compute the change 

in the average variance induced by the change 

in the total variance so: totalmg
222 σσσ ∆⋅=∆  

and the new average variance will be: 
222 σσσ ∆+= oldnew . With the new variance we 

can compute the new sample volume. 

There is the possibility to identify a 

mathematical trend function on the long term, 

referring to both marginal dispersions, and to 

their relationship with the general evolution of 

the variables considered, possibility which 

needs further consideration. Constructing time 

series of marginal dispersions which will be 

statistically forecasted, we can estimate, with a 

certain probability, the level of the average 

dispersion inside the strata and of the total dis-

persion, levels needed in order to project a new 

volume of the sample. If the constructed sam-

ples are non-stationary, they should be differ-

entiated in order to be turned into stationary 

evolutions. Between the three types of disper-

sion there is either a direct or indirect relation-

ship, so an increase in the total dispersion will 

determine increases or decreases in equal or 

different proportions of the partial dispersions 

and vice-versa. Of course, the dispersions of 

the sample are corrected with the number of 

degrees of freedom, sample size (n) – 1 for 

total dispersion, number of strata (r) – 1, for 

the inter-strata dispersion and n – r for the av-

erage dispersion.  

In the end, we should specify that the ab-

solute modifications of the corrected disper-

sions can be computed with a fixed or variable 

base. The increases with a fix base appear 

whenever we have obtained in a previous re-

search a witness sample, or a programmed 

sample whose witness distribution coincides 

with the structure of the total distribution and 

whose representativeness is statistically vali-

dated. The need for using marginal indicators 

of the individual values variances for a quanti-

tative sampling analysis appears, more often, 

in the context of the forecasting calculus which 

is performed in order to determine the volume 

of a new sample. 

 

RESULTS AND DISCUSSION 

 

The method can be applied especially in 

the case of the stratified sampling, case in 

which, for estimating the confidence interval, 

we use the average of the inside strata disper-

sions. The method needs a sound empirical 

testing, before being theoretically completed. 

We present, in the following part, a possible 

application of our proposed method. We will 

consider a sample of apple trees in an orchard 

chosen to evaluate the level of apples produc-

tion taking into account the number of apples 

in a tree from the sample and the apple density.  

If we want to evaluate the production of an or-

chard we take a sample of 200 apples in an in-

tensively cultivate orchard of 2000 fruit trees. 

The trees in the sample are distributed into two 

groups treated differently with two categories 

of treatment; we classify the trees in the sam-

ple into two groups considering the treatment 

as the classification factor. We have a stratified 

sample with two strata, randomly selected us-

ing no replacement procedure. A first set of 

100 apples evaluated provided an average pro-

duction per tree of 28.8 kg, with a coefficient 

of variation of 8%, and the second group of 

100 trees evaluate provided an average        
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production estimate at 32.4 kg, with a standard 

deviation of 2.65 kg. A first question we want 

to answer is „At what extent the classification 

factor, the category of treatment is contributing 

to the production level” and „The average pro-

ductions estimated for each group of trees are 

significantly different”? If not it means other 

factors than production level is to be taken   

into account when deciding what treatment to 

use, like for instance the price. In order to de-

termine the coefficient of determination ( )2
R , 

we know: 

1001 =n , 8.8
1

=y ,  %81 =υc ; 

 1002 =n , 6.9
2

=y , 65.02 =σ .  

 

The rule of variances states (see formula 1) that overall variance is made of the average vari-

ances and the variance between groups, so the coefficient of determination ( )2
R  will be: 
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4. Sample maximum error for production with 95 % confidence will be: 
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N

n

n
zx −⋅⋅=∆

σ
α
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16525.6
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Because the coefficient of determination 

is 34.49% it means that almost 35% out of 

production variation is due to treatment and it 

is explained by the treatment. Other factors 

such as humidity, soil composition are explain-

ing the rest of the production variation. So we 

can state that the average productions obtained 

in these two groups are not significantly differ-

ent. Production is similar for each treatment. 

So other factors should be considered when 

choosing the treatment type, maybe the effects 

of the treatment during a rainy compared to a 

droughty year.  

The new approach appears when repeating 

the experiment next near in different weather 

conditions. We want to be sure if one treat-

ment is better, or they are similar. With this 

approach we can establish the new sample 

size. If the total variance is 10% higher, reach-

ing the level of 10.34577, meaning: 

94525.02

_

2

_

2

/

22
=−=∆+∆=∆ oldtotalnewtotalxytotal σσσσσ

 
Supposing that during the new weather condi-

tions we have a different coefficient of deter-

mination in the sample, if based on previous 

experience and time series of marginal         
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dispersions, the predicted inter-strata marginal 

dispersion is  

71539.0
2

total

2

x/y2

xmg/y =
σ∆

σ∆
=σ     

 

we can say that the increase in the variance 

between groups represent 71.53% out of the 

increase in the overall variance and the in-

crease in the average variance will be 28.47% 

out of the total variance change. The new level 

of the average variance will then be   

88.62
=σ . Knowing a marginal variance can 

make easier the process of determining the 

new average variance. The average variance is 

used to determine the volume of the new sam-

ple size according to the formula (Biji and Biji, 

1979): 

84.224

2000

88.696.1
089.0
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apple trees.  

The new sample of 225 trees is by 12.5% 

larger compared to the old sample size of 200. 

Creating time series of marginal variances 

used to establish the new partial variances al-

lows us to easily determine the sample size. 

Resuming our example, this means a need to 

allocate a higher budget for evaluating the next 

year sample. 

 

CONCLUSIONS 

 

The method we advance records the evo-

lution of dispersions inside the same stratum 

and inter-strata, estimating the dependence of 

total dispersion on each of these indicators. 

The importance of a good projection of the 

sample and of an optimal strata selection being 

obvious for the agricultural domain, we con-

sider that this empirical method can contribute 

to an increase in the precision level of the sta-

tistical estimates. The existence of agricultural 

research stations makes possible the research 

on controlled samples (witness samples) and 

the later extension of results to the general 

population.  

The paper proposes a binomial of statisti-

cal indicators, starting from the need to deter-

mine the influence of the stratification criteria 

on the total dispersion, taking into account the 

inside strata and inter-strata dispersions. The 

stratification criteria, for instance, the percent 

of arable land, the crop composition (Vogel, 

1995); the topography and the degree of land 

use (Stoner, 1983), which are part of the sam-

pling design, are based mainly on non-

statistical criteria, including the accessibility of 

the criterion, the budget allocation, costs, etc. 

The indicators we propose contribute to a dis-

crimination of the criteria based on their statis-

tical relevance, correlating the application of a 

certain criterion with obtaining of a certain re-

sult, which estimates more or less reliably the 

real situation.   

 Thus, the practitioner has at his disposal 

a method of selecting stratification criteria, 

based on the dispersions he wants to obtain 

which, together with the commonly used crite-

ria (crop composition, farm size) allow him to 

obtain a higher degree of accuracy in statistical 

processing.  
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